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OBJECTIVES:

Main objective to do the internship was to get acquainted with the IT environment
and the basic day to day operations that are done at the back-end to keep the
application up and running fine. I understood the basic level of architecture on which
mostly companies run their applications and what are the ways to sustain the
environment. | also wanted to get my hands dirty with the OS level configurations
and deployments which plays an important part in any IT infrastructure. Looking
forward for more opportunities in my next internship.



ABSTRACT:

The report presents the two tasks completed during summer internship at AIRTEL
which are listed below:

*  Mount Point Syncing between to servers for critical data backups.
* Apache Server installation in RHEL 7 server and hosting a webpage/app.

Both tasks are completed successfully.

INTRODUCTION:

* Mount Point Syncing between two servers for critical data
backups

In this project, I have done mount point syncing between two application
Servers.

Procedure: two virtual machines were created and RHEL 7 was installed on both of
them. Network and hostname were configured by editing the network file on the
Server.

Additional disks were added in both the servers to make the application mount point.
There was use of the following techniques:

« Passwordless SSH — SSH (Secure SHELL) is an open source and most trusted
network protocol that is used to login into remote servers for execution of
commands and programs. It is also used to transfer files from one computer to
another computer over the network using secure copy (SCP) Protocol.

« rsync - Rsync is typically used for synchronizing files and directories between
two different systems. For example, if the command rsync local-file
user(@remote-host:remote-file is run, rsync will use SSH to connect as user to
remote-host . Once connected, it will invoke the remote host's rsync and then

the two programs will determine what parts of the local file need to be
transferred so that the remote file matches the local one.

« cron job -Cron allows Linux and Unix users to run commands or scripts at a
given date and time. You can schedule scripts to be executed periodically. Cron



is one of the most useful tool in a Linux or UNIX like operating systems. It is
usually used for sysadmin jobs such as backups or cleaning /tmp/ directories
and more. The cron service (daemon) runs in the background and constantly
checks the /etc/crontab file, and /etc/cron.* directories. It also checks the
/var/spool/cron/ directory.

Step 1: Creating 2 VMs in VMware and RHEL 7 server installed on both VMs.

&) machine1 - VMware Workstation

X
File Edit View VM Tabs Help z . FORN mji=F=)

X
ey machinel machine2
Q Type here to search il

ﬁ machine1

Computer
Kali linux

Power on this virtual machine

::E:::Z; 451 Edit virtual machine settings
wred VMs
~ Devices
. \femory 268
[ Processors 1
{2 Hard Disk (SCSI) 2068
{2 Hard Disk 2 (SCS) 5GB
CD/DVD (SATA) Using file D:\rhel
T8 Network Adapter Bridged (Autom,
& Network Adapter 2 Custom (VMnet2)
& use Controller Present
@) sound Card Auto detect
(= Printer Present
W Display Auto detect

~ Desaription

Type here to enter a description of this virtual

machine,
¥ Virtual Machine Details
State: Powered off
Configuration file: C\U: g Docur Machines\Red Hat Enterprise Linux 7 64-bit\Red Hat Enterprise Linux 7 64-bitumx
Hardware compatibility: Workstation 14 virtual machine
Primary IP address: Network information is not available
< >
H QO Type here to search
&) machine2 - VMware Workstation - X
File Edit View VM Tabs Help v Y "N m| ==
x
i machinel machine2
Q Type here to search i
@ machine2
Computer
LIS Power on this virtual machine
EZE::ZZ; 421 Edit virtual machine settings
red VM
~ Devices
. \femory 268
[ Processors 1
{2 Hard Disk (SCSI) 2068
{2 Hard Disk 2 (SCSI) 5GB
CD/DVD (SATA) Auto detect
& Network Adapter Custom (VMnet2)
USB Controller Present
@) Sound Card Auto detect
= Printer Present
S Display Auto detect
~ Description
Type here to enter a description of this virtual
machine
~ Virtual Machine Details
State: Powered off
Configuration file: C\U: g Docur Machines\Red Hat Enterprise Linux 7 64-bit (\Red Hat Enterprise Linux 7 64-bit (2)vmx
Hardware compatibility: Workstation 14 virtual machine
Primary IP address: Network information is not available
< >




Step 2: Network Configuration on both the VM level and host level. Hostname of the
machines are machinel and machine2 respectively.

&) machine2 - VMware Workstation o X
File Edit View VM Tabs Help v | & Ol0=oO|E
x
LIHE) machinel machine2
Type here ch il

Computer
Kali linux
machinel Red Hat Enterprise Linux Server 7.0 (Maipo)
Kernel 3.10.0-121.e17.x86_64 on an x86_64
machine2
wred VMs nachinez login: keitagya
Passuord :
Last login: Mon Jul 1 15:32:23 from 192.168.237.1
Ikeitagyaenachinez “1% su -
Passuord :
Last login: Tue Jul 2 04:26:50 PDT 2019 from 192.168.237.129 on pts/0
[rootenachinez ~ I _
< >

To direct input to this VM, click inside or press Ctrl+G.

O Type here to search

&) machine1 - VMware Workstation o X
File Edit View VM Tabs Help v | & Ol0=oO|E
x
LIHE) machinel machine2
Type here to search sl

Computer
Kali linux
e Red Hat Enterprise Linux Server 7.0 (Maipo)

Kernel 3.10.0-121.e17.x86_64 on an x86_64
machine2
wred VMs nachinel login: keitagya

Password :

Last login: Mon Jul 1 23:33:33 on ttyl

[kritagyagnachinel “15 su -

Passuord:

Last log: Wed Jul 3 e 36 PDT 2019 on ttyl

MACHINE 1

< >

To direct input to this VM, click inside or press Ctrl+G.

O Type here to search

Step 3: Adding disks to both the servers for creating a mount point on both the
Servers.



o

File Edit View VM Tabs Help z c ‘el
Libi x
L machinel machine2
A Type here to search il
@ machine2
Computer Hardware Qptions
Kali linux =
Power on this virtual machine
machinel = Device Summary Devioalstatus;
) o2l Edit virtual machine settings = temory e
red VMs [ Processors 1 onnect at power on
- i |k Hard Disk (SCST)
Devices ord DSk (SCS1). 44 Hardware Wizard i
0 - (A Hard Disk 2 (SC
emory CO/OVD (SATA)|  Hardware Type ical network
[ Processors. 1 T netviork Adapte What type of hardware do you want to install?
{2 Hard Disk (SCSI) 2068 & use contralier |
{2 Hard Disk 2 (SCS1) 5GB ‘Q Sound Gard | dware types: Explanation E
iprinter S
CD/DVD (SATA) Auto deté | ioielay Add a hard disk. th the host
& Network Adapter Custom (\ E CD/DVD Drive
= Floppy Drive
2 -
B use Controller Present X emwork Adapter
) Sound Card Auto dete 3 uss contraller
(& Printer Present @) sound card
@ Display Auto dete [ Faratel ot
- (B serial Port
dprinter ts-
~ Description [ Generic Scst Device
Type here to enter a description of this vif Trusted Platform Module
machine.
Add... Remove
Cancel Help
- I . - . - Inux7 64-bit (\Red Hat Enterprise Linux 7 64-bit (2).vmx
Hardware compatibility: Workstation 14 virtual machine
Primary IP address: Network information is not available
< >
H o Type here to search
J
File Edit View VM Tabs Help - U IORN| mjf==)
X
(e machinel machine2
4 Type here to search il
@ machine2
Computer Hardware  options
Kali linux -
Power on this virtual machine
machinel Device summary Devicestatus
s 321 Edit virtual machine settings - emory e Corinace
red VMs [ processors 1 onnect at power on
~ Devices EHard Disk (SCSI} s 45 parware Wizard x
i -~ (A Hard Disk 2 (SC:
L lemory ) CD/DVD (SATA) Select a Disk Type ical network:
[ Processors 1 T network Adapte What kind of disk do you want to create?
2 Hard Disk (SCS) 2068 5 uss Controller | i
{2 Hard Disk 2 (SCSI) 568 ‘QJ:“:‘d el Virtual disk type ss
printer
CD/DVD (SATA) Auto dete | [@lpispiay Ome th the host
T8 Network Adapter Custom (\ (@ECST (Recommended)
USB Controller Present (O saTA P
@) Sound Card Auto dete Onyme
= Printer Present
Wi Display Auto dete
fts... Advanced...
= Description
Type here to enter a description of this vif
machine.
< Back Cancel
Add... Remove
Cancel Help
- N . - . - Inux7 64-bit (2)\Red Hat Enterprise Linux 7 64-bit (2).vmx
Hardware compatibility: Workstation 14 virtual machine
Primary IP address: Network information is not available
< >




o

File E

View VM Tabs Help = L e =
Libray x
Y machinel machine2
X Type here to search il
@ machine2
Computer Hardware  Options:
Kali linux P
wer on this virtual machine
machinel Device Summary Devioalstatus;
s &1 Edit virtual machine settings ooy Sl TR
red VMs [ Processors 1 onnect at power on
- i |k Hard Disk (SCST)
Devices ord DSk (SCS1). 44 Hardware Wizard x
. - (A Hard Disk 2 (SC
L ry C/DVD (SATA)|  Select a Disk ical network
[ Processors 1 T network Adapte Which disk do you want to use?
{2 Hard Disk (SCSI) 2068 & use contralier |
" Sound Card
(=2 Hard Disk 2 (SCSI) 5GB ‘Q P““: i Disk E
dhPrinter .
CD/DVD (SATA) Auto deté | [@lpisplay (@Create a new virtual disk ith the host
5 Network Adapter Custom@ | | Avirtual disk is composed of one or mare files on the host file system, which
will appear as a single hard disk to the guest operating system. Virtual disks
USB Controller Present can easily be copied or moved on the same host or between hosts. =
) Sound Card Auto dete
& Printer Pt O Use an sisting virtual disk
W Display A Choose this option to reuse a previously configured disk.
(O Use a physical disk (for advanced users) B [Advancedy
- i Choose this option to give the virtual machine direct access to a local hard
Description disk. Requires administrator privileges.
Type here to enter a description of this vif
machine,
<gack e
Add. Remove
Cancel Help
— S . - B - Inux7 64-bit (\Red Hat Enterprise Linux 7 64-bit (2)vmx
Hardware compatibility: Workstation 14 virtual machine
Primary IP address: Network information is not available
< >
H o Type here to search
J
File Edit View VM Tabs Help 0 b e =)
X
ez machinel machine2
4 Type here to search il
@ machine2
Computer Hardware  options
Kali linux
wer on this virtual machine
machinel = Device summary Devicestatus
s 321 Edit virtual machine settings - emory e Conneded
wred VMs [ processors 1 onnect at power on
~ Devices S¢erd Disk (SCST) 44 Hardware Wizard x
i -~ (A Hard Disk 2 (SC:
5 \femor
4 JCD/DVD (SATA) Specify Disk Capacity ical network
[ Processors 1 T network Adapte How large do you want this disk to be?
2 Hard Disk (SCS) 2068 ?USB Controller | i
o Sound Card
{2 Hard Disk 2 (SCSI) 5GB Rirevrer Maximum disk size (GB) E[E ss
i ith the host
CD/DVD GATR) Auto dete | [@loisplay Recommended size for Red Hat Enterprise Linux 7 64-bit: 20 GB gl
T8 Network Adapter Custom (\
USB Controller Present [Jallocate all disk space now. ~
@) Sound Card Auto dete Allocating the full capacity can enhance performance but requires all of the
« physical disk space to be available right now. If you do not allocate all the space
= Printer Present now, the virtual disk starts small and grows as you add data to it.
Wi Display Auto dete
Qstgre virtual disk as a single file il
= Description (@ split virtual disk into multiple files
= e Splitting the disk makes it easier to move the virtual machine to another computer
pe here to enter a description of this v but may reduce performance with very large disks.
machine,
<hack |
Add... Remove
Cancel Help
- S . - . - Inux7 64-bit (2)\Red Hat Enterprise Linux 7 64-bit (2)vmx
Hardware compatibility: Workstation 14 virtual machine
Primary IP address: Network information is not available
< >

H O Type here to search




J

file Edit View VM Tabs Help - 2| =
Lib x
L machinel machine2
Type here to search M=
m, | machine2
Computer Hardware  Options:
Kali linux P .
Power on this virtual machine
machinel = Device Summary Devioalstatus;
pr— 52 Edit virtual machine settings 5 vemory e
red VMs [ Processors 1 onnect at power on
- i |k Hard Disk (SCST)
Devices ord DSk (SCS1). 44 Hardware Wizard i
B Mermo il (2 Hard Disk 2 (SCS
L 47 CD/DVD (SATA) Specify Disk File ical network
[ Processors 1 T network Adapte Where would you like to store the disk file?
(=2 Hard Disk (SCSI) 20GB & use contralier
" Sound Card
= Hard Disk 2 (SCs1) 5GB 9 P”“: Gt Disk file ss
hrinter
CD/DVD (SATA) Auto dete | ion, A5 GB virtual disk be created using multiple disk iles. The disk files wil be ith the host
i Display automatically named based on this file name.
& Network Adapter Custom (\
B use Controller Present Browse... P
) Sound Card Auto dete
Present
Auto dete
fts. Advances
~ Description
Type here to enter a description of this
machine,
< Back Cancel
T
Add... Remove
Cancel Help
- S . . B - Inux7 64-bit (\Red Hat Enterprise Linux 7 64-bit (2)vmx
Hardware compatibility: Workstation 14 virtual machine
Primary IP address: Network information is not available
< >

H o Type here to search

Step 4: Creating Mount points on the servers with xfs file system.

© machinel - VMware Workstation - x
Fle Edit View VM Tabs Help v | & TORN m{l== s W |
X
ey machinel machine2
Type here to search v

Computer
Kali linux
EET Red Hat Enterprise Linux Server 7.0 (Maipo)
Kernel 3.10.0-121.617.x86_64 on an x86_64
machine2
wred VMs nachinel login: keitagya
Passuord :
Last login: Fri Jul 19 01:08:33 on ttyl
[keitagyadnachinel “1$ su -
Passuord
su: Authentication failure
[kritagya@machinel ~1$ su -
Passuord
Last login: Fri Jul 19 01:10:32 PDT 2019 on ttyl
Last failed login: Fri Jul 19 01:26:15 PDT 2019 on ttyl
There uas 1 failed login attenpt since the last successful login.
MACHINE 1
[rootenachinel ~ It df -h
Filesysten i Avail Usex Mounted on
dev/sdad 176 7%
02 sdev
o
1 /run
07 /sys/fs/cyroup
1 /mntpt
4 292 /baot
[rootenachinel ~ 1t
< >

To direct input to this VM, click inside or press Ctrl+G.

O Type here to search
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& machine1 - VMware Workstation e X

File Edit View VM Tabs Help = FORR! WiN == o W =
Libi x
L machine1 machine2
Type here to search il
Computer
Kali linux
machinel
setc/fstab
machine2 Created by anaconda on Mon Jul 1 2Z:43:04 2019
red VMs
Accessible filesystens, by reference, are maintained under ’~devsdisk’
See man pages fstab(5), findfs(8), mount(8) andsor blkid(8) for more info
"
UUID=1b9c23dd-bI78-48f6-af64-8582a3988194 / xfs defaults
UUID=dbaee3a?—eb3c—480d-8c53-4b45d0bb6cf6 /boot xfs defaults
UUID=722d5£68-a1d7-4b48-bbd4-c4d26867505 suap suap  defaults
UUID-68935267-56 f6-4067-847d-63caceb35d7? /mntpt xfs  defaults
"setesfstab” 121, 579C
< >

direct input to this VM, click inside or press Ctrl+G.

O Type here to search

Step 5: Configuring SSH Passwordless connection from machinel (192.168.237.129)
to machine2(192.168.237.128).

&) machinel - VMware Workstation i X
File Edit View VM Tabs Help v e O= 2 3 | E
il X
Lbiayy machinel machine2
Type here to search il

Computer

Kali linux [rootenachinel ~I# ssh 192.168.237.128

e Last login: Fri_Jul 19 01:39:00 2019 from 192.168.237.129
[rootenachinez ~ 1t

machine2 -

wred VMs

< >

To direct input to this VM, click inside or press Ctrl+G.

QO Type here to search

Step 6: Added cronjob in crontab file for executing the rsync command in every
second.

11



& machine1 - VMware Workstation e

Fle Edit View VM Tabs Help - Q0= 8 |E
Libi X
LI machine1 machine2
Type here t )
Computer
Kali linux [rootemachinel ~1# ssh 192.168.237.128
[ Last login: Fri Jul 19 01:39:00 2019 from 192.168.237.129
[rootemachine2 ~1#
machinez :
red VMs
< 5

To direct input to this VM, click inside or press Ctrl+G,

O Type here to search

&) machine1 - VMware Workstation o X
File Edit View VM Tabs Help - PN HD|E
X
(e machinel machine2
Type here to search s

Computer

Kali linux [root@machinel cron.d1# crontab -1

pe % % % x % psync -au /mntpt, 192.168 .237.128: /mutpt_bkp
& [root@machinel cron.dl#

machine2 .

wred VMs

< >

To direct input to this VM, click inside or press Ctrl+G.

O Type here to search

Step 7: Testing the Sync is working by updating the directory synced.
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& machine1 - VMware Workstation e X

File Edit View VM Tabs Help v | FORR! WiN == o W =
Libra x
Y machine1 machine2
Type il

Computer

Kali linux [rootenachinel /1i s

T bin 1ib  1ib64
[root@machinel /1# cd mntpt

machine2 [root@machinel mntptly 1s

red VMs
[root@machinel mntptl# mkdir test
You have new mail in svar/spool/mailsroot
[rootémachinel mtptlit Is
[root@machinel mntptl# _

< >

To direct input to this VM, click inside or press Ctrl+G,

O Type here to search

&) machine2 - VMware Workstation = X

File Edit View VM Tabs Help v |

Libra x
4/ machinel machine2

pe here to search o

Computer
Kali linux [rootenachine2 ~1# cd /mntpt_bkp.
mchiied [rootemachinez mtpt_bkpli 1s
machine2 [rootenachinez mntpt_bkplt Is
ired VMs

[rootemachinez mntpt_bkp i
< >

To direct input to this VM, click inside or press Ctrl+G.

O Type here to search

So, backup is running fine.
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* Apache Server Installation in RHEL 7 server and hosting a
webpage

YUM Configuration:
Step 1: Mount the iso on the mount point.
Step 2 : go to yum repos directory by navigating through — /etc/yum.repos.d

Step 3: create a config file with an extension .repo and mention the URL of the
packages that holds all the RPMs.

Step 4: run the command — yum clean all
Step 5: to see of the repository is activated, check it by running — yum repolist all

Step 6: Since, yum is ready now, all the required packages can be installed by using
yum install <package-name>

Apache Installation:
Step 1: Run the command — yum install httpd* -y

Step 2: this will install the apache on the server. after that run command -
service httpd status|start|stop|restart|reload . To start the httpd service.

Step 3: Add rule to the firewall for httpd service.

Step 4: Now add your source file under /var/www/html/ directory and view the page
in browser by typing https://<ip address of the server>

14



@ My First Website x 4+ = X
< C @ Notsecure | 192.168.237.129/w mple.htm * B @

d

MySite.com Just an example web page

This is my first website!

Lorem Ipsum is simply dummy text of the printing and typesetting industry. Lorem Ipsum has been the industry's standard dummy text ever since the
1500s, when an unknown printer took a galley of type and scrambled it to make a type specimen book. It has survived not only five centuries, but also the
leap into electronic typesetting, remaining essentially unchanged. It was popularised in the 1960s with the release of Letraset sheets containing Lorem
Ipsum passages, and more recently with desktop publishing software like Aldus PageMaker including versions of Lorem Ipsum.

My Interests My Hobbies Contact Me

Lorem Ipsum is simply dummy text of the * Learning 8178638856

printing and typesetting industry. Lorem Ipsum * Playing

has been the industry's standard dummy text ever + Reading kritagya.0398@gmail.com
since the 1500s, when an unknown printer took a * Thinking

galley of type and scrambled it to make a type
specimen book.

Indian Institute of Information Technology, Una

Himachal Pradesh

H o Type here to search

webpage hosted on machinel 1P : 192.1688.237.129 successfully.
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INTERNSHIP DISCUSSION:

Internship tenure was about 30 days and in this period I learnt about IT environment
in many aspects. Apart from technical knowledge, I also got familiar with IT ethics
and morals. I learnt that while doing any task integrity and compliance should be
maintained. First week was a little tough for me to figure out how are the things
going on my desk. But then with the help of my team members 1 understood the
procedure and what are responsibilities you have when you are on the desk. How to
manage queries of other teams and find a solution for the same in our end. I learnt
about the back-end technologies used like virtualisation, OS, Networking. And apart
from that I also learnt IT ethics for my future career. Nice experience to have
guidance of such knowledgable and polite Seniors. Looking forward to work with
such team mates in future to hone my skills and make the best out of it.

16



CONCLUSION:

Overall, I would describe my internship as a positive and instructive experience. I get
to know how the infra works in a company how team management plays a very
significant role in any project. First week was a little tough for me to figure out how
are the things going on my desk. But then with the help of my team members 1
understood the procedure and what are responsibilities you have when you are on the
desk. How to manage queries of other teams and find a solution for the same in our
end. I learnt about the back-end technologies used like virtualisation, OS,
Networking. And apart from that I also learnt IT ethics for my future career. Nice
experience to have guidance of such knowledgable and polite Seniors.
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